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About the Article
What are the potentials and challenges of the use of AI 
in conflict prevention? The integration of AI demands 
inclusive governance frameworks, ethical reflection, 
and sustained interdisciplinary collaboration. To ensure 
that AI serves as a force for peace rather than an inst-
rument of surveillance or control, future efforts must cen-
ter on transparent, participatory, and context-sensitive 
implementation. 
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1. Introduction

mation across many fields, including governance, security, 
and humanitarian intervention (Pauwels, 2020; Man-
darava, 2024). Once limited to the sphere of computer 
science and robotics, AI is now integrated into institutio-
nal frameworks and normative discourses surrounding 
international peace and conflict prevention (Pasupuleti, 
2025). A crucial question emerges as AI progressively 
enters early warning systems, predictive analytics, and 
peacekeeping infrastructure: To what extent can machine 
learning and data-driven algorithms contribute to antici-
pating and preventing conflict, and to what extent might 
they instead introduce new uncertainties, biases, and sur-
veillance practices? Conflict prevention has traditionally 
relied on human-led diplomacy, social intelligence, and 
complex institutional coordination. These methods face 
systemic challenges in fragile or “rapidly changing en-
vironments” (Desai, 2020, p. 23). AI technologies, by 
contrast, promise real-time risk identification, enhanced 
pattern recognition, “anomaly detection and behavioral 
analysis” (Pauwels, 2020, p. 2). Such capabilities offer 
the potential to anticipate conflict dynamics before they 
escalate into violence, thereby enabling earlier and po-
tentially more effective interventions (Mandarava, 2024; 
Kimaita & Irungu, 2024). However, these promises are 
embedded in critical uncertainties concerning data qua-
lity, algorithmic transparency, ethical accountability, and 
policy frameworks (Amen, 2024; Cheong, 2024). Many 
initiatives underscore both the promise and complexity 
of using AI in fragile political contexts. For instance, the 
Global Conflict Risk Index (GCRI), developed by the Joint 
Research Center of the European Commission, applies 

recent years, the development of artificial in-
telligence (AI) has led to a significant transfor-In random forest algorithms that support early warning and 

conflict prevention efforts (Ferri et al., 2019). The AI-en-
hanced GCRI uses structural risk indicators, e.g. “regime 
type and […] GDP per capita” (Ferri et al., 2019, p. 4), 
to predict the probability and intensity of conflicts at na-
tional and subnational levels. Similarly, pilot projects in 
Kenya illustrate the feasibility of integrating AI into early 
warning and response systems (EWRS), where machine 
learning algorithms are trained to detect rising tensions 

“based on historical, current and emerging data” (Kimaita 
& Irungu, 2024, p. 2332). The following chapters explore 
the dual character of AI in conflict prevention. The next 
section outlines the main potentials of AI while the final 
section critically discusses the challenges and ethical con-
siderations.

2. Potentials of AI in Conflict Prevention

The potential of AI in conflict prevention lies in its capacity 
to analyze complex and large-scale datasets and gene-
rate and offer insights faster and more accurately than 
traditional methods (Pauwels, 2020; Mandarava, 2024). 
Early warning systems represent one of the most advan-
ced applications, where AI supports the identification of 
conflict drivers through data analysis of trends, geogra-
phic distributions and linguistic dimensions (Mandarava, 
2024). Once sufficiently trained, machine learning mo-
dels can identify irregularities in communication, shifts in 
economic indicator, or signs of group mobilization, ena-
bling the early detection of emerging risks before they 
become apparent to human analysts (Ferri et al., 2019; 
Kimaita & Irungu, 2024). 
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In Kenya, for instance, AI-driven early warning and res-
ponse systems are able to improve situational awareness 
by combining social media analysis with historical con-
flict records and live geospatial data (Kimaita & Irungu, 
2024). The system enables more responsive and locali-
zed conflict mediation measures. According to Mandar-
ava (2024), social media platforms play a critical role in 
such processes, allowing analysts to trace sentiment shifts, 
rising dissatisfaction, or coordinated disinformation cam-
paigns. Consequently, real-time monitoring of social me-
dia keywords and emotional dynamics can serve as ear-
ly indicators of potential instability (Mandarava, 2024). 
Furthermore, AI improves conflict 
mapping and key actor monito-
ring by using natural language 
processing and computer vision 
to analyze news media, social 
media platforms, and satellite imagery for indicators such 
as military mobilization, hate speech spread, or critical 
infrastructure damage (Pauwels, 2020; Abedin et al., 
2025).

3. Case Studies: Real-World Applicati-
ons of AI in Conflict Prevention

The application of  AI in conflict prevention is no longer 
a theoretical concept but a growing reality across diffe-
rent regions and conflict settings. Several real-world case 
studies highlight how AI-driven systems have contributed 
to early warning and civilian protection. One of the ad-
vanced projects is the Violence Early-Warning System 
(ViEWS) (Hegre et al., 2019). This system “produces mon-
thly forecasts at the country and subnational level for 36 
months into the future and all three UCDP types of organi-
zed violence: state-based conflict, non-state conflict, and 
one-sided violence in Africa” (Hegre et al., 2019, p. 155). 
The ViEWS framework is composed of multiple constituent 
models that draw upon “decades of quantitative peace 
and conflict research” (Hegre et al., 2019, p. 156). Its 
predictive power is valuable for international organizati-
ons and NGOs seeking to allocate resources and design 
preventive interventions. In the context of active conflict, 

the Sentry system, developed by Hala Systems in Syria, 
stands out as an example of a tactical-level AI applica-
tion (Hale et al., 2023). This system uses acoustic sensors, 
human input, and machine learning algorithms to detect 
and predict airstrikes in real-time. Once an imminent at-
tack is identified, warnings are disseminated via mobile 
apps and social media to alert civilians and humanitari-
an responders. According to data published, “when the 
EWS consisted of sirens and social media messages, in-
dicated that overall mortality was reduced by 20% - 30% 
when timely warnings are available” (Hale et al., 2023, 
p. 22). The Sentry system underscores the potential of AI 

to enhance civilian protection 
by providing timely, localized 
alerts in high-risk environments. 
In the realm of conflict simula-
tion and decision-support tools, 

the CulturePulse platform developed in partnership with 
the United Nations represents a novel use of AI for pea-
cebuilding (Gilbert, 2023). This initiative applies a digital 
twin approach to simulate the sociopolitical conflicts, such 
as the Israeli-Palestinian conflict. By modeling over “80 
categories to each “agent,” including traits like anger, an-
xiety, personality, morality, family, friends, finances, inclu-
sivity, racism, and hate speech” (Gilbert, 2023), Culture-
Pulse enables policymakers to test the potential outcomes 
of different interventions in a virtual environment. Another 
example is the peace process in Yemen, where resear-
chers use machine learning tools to analyze transcripts 
of mediation dialogues (Arana-Catania et al., 2022). By 
identifying changes in language, the system provides in-
sights into the evolving positions of the conflicting parties 
(Arana-Catania et al., 2022). This enables mediators to 
adjust their strategies and anticipate potential negotiation 
deadlocks more effectively. The project illustrates how AI 
can support the intangible aspects of peace negotiations 
by uncovering communication patterns and facilitating 
more informed mediation strategies. These diverse appli-
cations underscore a fundamental shift in the field of con-
flict prevention. However, the importance of critical reflec-
tion remains. Each system depends heavily on the quality 
and availability of data, the robustness of algorithmic mo-

UCDP:
The Uppsala Conflict Data Pro-
gram is the world‘s main provider 
of data on organised violence.
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4. Challenges and Ethical Considerations 
in the Use of AI for Conflict Prevention

The increasing role of AI in conflict prevention offers great 
promise, but it also brings significant challenges and et-
hical considerations. One key challenge is bias in AI sys-
tems (Min, 2023). AI algorithms are trained on data, and 
if this data reflects existing societal biases, the AI system 
will likely reproduce and even amplify these biases (Min, 
2023; Ntoutsi et al., 2020). For instance, if a risk assess-
ment tool used in criminal justice is trained on historical 
criminal records that contain racial disparities, it may un-
fairly over-predict the risk of recidivism for certain racial 
groups (Min, 2023). This can result in discriminatory out-
comes and further reinforce existing inequalities within the 
justice system (Min, 2023; Ntoutsi et al., 2020). Therefore, 
according to Cheong (2024), “meaningful AI accounta-
bility requires grappling with power imbalances between 
AI developers and those affected by their systems” (p. 8). 
Thus, it is crucial to include marginalized groups “who are 
most at risk of AI harms” (Cheong, 2024, p. 8) in po-

licymaking. Another challenge is ensuring the responsi-
ble and ethical collection and use of data (Min, 2023). 
AI systems often rely on vast amounts of data, including 
personal information, to identify patterns and make pre-
dictions. However, the collection and use of this data 
can raise privacy concerns, especially for marginalized 
communities who may be disproportionately affected by 
privacy violations (Min, 2023). Min (2023) also states 
that it is important to implement privacy-preserving tech-
niques and ethical data labeling practices to protect sen-
sitive attributes and avoid bias and stereotypes. Building 
on this, according to Pauwels (2020), “[c]onflict preven-
tion actors must understand the computational techniques 
on which they rely and the data sets in use, particularly 
how data is collected and the biases those data sets may 
represent” (p. 16). Moreover, algorithmic fairness is also 
a critical ethical consideration (Min, 2023). It refers to 
designing AI algorithms that produce equitable outcomes 

Figure 2: Localisation of AI in Peacekeeping

dels, and the governance frameworks in which they are 
embedded. As these technologies continue to evolve, the 
standards must remain “ethically grounded, contextual-

ly aware, and appropriately governed” (Moshtagi et al., 
2025, p. 5) to ensure that AI serves as a tool for peace 
rather than a source of new inequalities or blind spots. 
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across different demographic groups. However, achie-
ving both fairness and accuracy can be challenging, as 
fairness constraints may restrict the ability of the model to 
make accurate predictions (Min, 2023) which makes it 
more difficult to accurately predict conflicts. Thus, accor-
ding to Min (2023), it is crucial to find a balance between 
fairness and accuracy to ensure that AI systems deliver 
equitable outcomes without undermining their overall 
performance. This can be achieved by integrating fair-
ness constraints into the objective function of the model 
during training and by applying regularization techni-
ques that penalize biased predictions, thereby promoting 
algorithmic fairness. Furthermore, structural imbalances 
in the development and accessibility of AI technologies 
contribute to deepening existing geopolitical inequalities. 
While AI is sometimes portrayed 
as a democratizing force given 
the global accessibility of tools 
like ChatGPT, “AI development is 
still concentrated in a handful of 
states and companies” (Srivastava et al., 2024, p. 14). 
These developments raise concerns about technological 
dependency, data sovereignty, and epistemic inequality 
(Srivastava et al., 2024). Consequently, disparities in ac-
cess to AI technologies may lead to conflict prevention 
strategies that disproportionately reflect the interests of 
powerful nations and corporate actors. Finally, the inte-
gration of AI into surveillance and behavioral prediction 
systems may infringe on privacy rights and civil liberties 
(International Committee of the Red Cross, 2019), parti-
cularly when used by authoritarian regimes or unregu-
lated private actors (Pauwels, 2020). Therefore, in the 
International Review of the Red Cross (2020), the Inter-
national Committee of the Red Cross (ICRC) emphasizes 
the importance of maintaining human control and ethical 
oversight in AI applications during armed conflict and hu-
manitarian operations. Mandarava (2024) further notes 
that the growing role of cyberspace in conflict settings 
requires robust international legal standards for digital 
governance. Furthermore, the potential for AI to displace 
humans from decision-making processes raises further et-
hical questions (Reder & Koska, 2024). While AI can en-

hance decision-making by providing data-driven insights, 
it is important to maintain human oversight and judgment. 
Thus, determining right from wrong is a fundamentally 
human responsibility and should remain so in the future. 
In conclusion, while AI holds transformative potential for 
conflict prevention, its benefits must be weighed against 
significant ethical, political, and technical constraints. A 
human-centered, participatory, and transparent gover-
nance framework is essential to harness the strengths of AI 
without compromising fundamental rights or undermining 
local agencies. In addition, bias in AI development also 
must be addressed to ensure fairness and prevent unjust 
outcomes. 

5. Conclusion

From early warning systems to 
peace negotiation support, AI is 
already shaping how we identify 
risks, protect civilians, and de-

sign interventions. These new tools allow for faster ana-
lysis, broader data integration, and, in some cases, more 
timely responses than traditional, human-led approaches. 
However, with these advances come important questi-
ons: How do we ensure that AI supports rather than re-
places human judgment? Can we trust these systems to 
be fair, especially in fragile political contexts where data 
is often incomplete or biased? And who ultimately con-
trols the infrastructures behind these technologies? What 
emerges is a dual responsibility which is to embrace the 
opportunities AI provides while being critically aware of 
its limitations and risks. In summary, the integration of AI 
into conflict prevention requires more than technological 
innovation. It demands inclusive governance frameworks, 
ethical reflection, and sustained interdisciplinary collabo-
ration. Ensuring that AI serves as a tool for peace, rather 
than a new source of inequality or harm, depends on how 
carefully and deliberately these systems are designed, im-
plemented, and regulated. To ensure that AI serves as a 
force for peace rather than an instrument of surveillance 
or control, future efforts must center on transparent, parti-
cipatory, and context-sensitive implementation.

These diverse applications un-
derscore a fundamental shift in 
the field of conflict prevention. 
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